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Abstract

Previous studies focus on the specific questions software engineers ask when evolving a codebase. Though these studies observe developers using statically typed languages, little is known about the developer questions using dynamically typed languages. Dynamically typed languages present new challenges to understanding and navigating in a codebase and could affect results reported by previous studies.

This paper replicates a previous study and presents the analysis of six programming sessions made in Pharo, a dynamically typed language. We found a similar result when comparing sessions on an unfamiliar codebase with the previous work. Our result on the familiar code greatly deviates from the replicated study, likely caused by different tasks and development strategies. Both missing type information and test driven development affected participant behavior and prudence on codebase understanding, where some participants made changes based on assumptions.

We provide a set of questions that are useful in characterizing activity related to the use of a dynamically typed language and test-driven development — questions not explicitly considered in previous research. We also present a number of issues that we would like to discuss during the PLATEAU workshop.

1. Introduction

Programming environments have tremendously improved over the last decade. What were previously simple text editors are now fully fledged studios for code production. Navigating between source code elements is now supported in many different ways by most programming environments.
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Sillito et al. [9] (herein designated as Sillito) made a number of observations on developer navigation. They identify four question categories and levels of tool support for getting answers. They conducted two studies observing software programmers of statically typed languages C++, C, C#, and Java. In their first study, the participants worked on a change task for one unique open source project, ArgoUML1, of which they were not familiar. The second study was conducted in an industrial setting including software engineers working on a change task of familiar codebase. The context setting used by Sillito in their experiment does not cover some commonly found software engineering practices. For example, they only consider statically typed languages, one industrial codebase, and one open source codebase.

Research question. Our work replicates the experiment by Sillito et al. and validates it in a new scenario. The participants worked on tasks in Pharo, a dynamically typed programming language, and in distinct open source software systems. The dynamically typed languages present new challenges to understanding and navigating in a codebase. Both aspects — dynamically typed language and different codebases could affect results reported by Sillito. In summary, our research question is:

Are findings presented by Sillito applicable to programming change tasks using the Pharo programming language?

Pharo. The Pharo2 environment (Pharo IDE) illustrated in Figure 1 is largely different from the ones considered in the Sillito experiment. The Pharo programming environment offers a set of expressive and flexible programming tools. The System Browser (2) is the main tool for writing and reading source code. Navigation within the source code is essentially based on the SendersOf (4), ImplementorOf, and UsersOf tools; whenever a user asks to where a particular method is called, or asks for method definition, field reference, or class

1 http://argouml.tigris.org, verified September 2014
2 http://pharo.org, verified September 2014
The intention of the experiment is to conduct partial replication [3]. Here we describe the setting differences comparing them to the study by Sillito. Pharo language. We use dynamically typed Pharo language. Participants in the studies by Sillito use statically typed languages, e.g., Java, C++, or C#. We expect that participants will be interested in variable types and method return types.

Kleinschmager et al. observe in their empirical study that static type systems improve maintainability of software systems [4]. This is an aspect which may affect our partial replication. Pharo however supports live-programming that enables manipulation and inspection of data and program execution, though it may diminish the observation by Kleinschmager et al.

Different IDE. Each IDE comes with a different set of tools and hence may affect developer work. To our knowledge there is no official comparison of Pharo with the tools used in the sessions by Sillito. We therefore do not know if using Pharo IDE affects our study.

Development process. Pharo developers commonly use Test Driven Development (TDD). Oram et al. conduct a systematic review of TDD research [8], and are interested in knowing if there is evidence of TDD improving product quality and productivity. They conclude that it varies and there is no common agreement about TDD benefits. Sillito does not discuss what development technique the participants use. Nevertheless the development process could affect our study.

Pair programming for unfamiliar codebase. Sillito’s participants worked in pairs on each task. The discussion between developers helped them understand what information they were looking for. We choose one-man programming sessions because this is the way our participants usually work. In our case the observer “shadows” the position and a particular developer explains his/her actions to the observer. We do not expect the one-man programming to affect our study.

Task definition for familiar codebase. Sillito selects specific issues from ArgoUML issue tracker. They are without any reference to the codebase, e.g., classes or methods. Our assignments contain a snippet of an example related to a particular task; it is a common practice to report an issue for the used codebase. We expect that our participants ask less questions related to finding focus points in the codebase.

Task definition for familiar codebase. Sillito conducts the tasks on the familiar codebase in one company. Our participants — although working in companies — are better described as individual programmers; they usually work alone and communicate with others through internet. As the participants worked on their codebase, we do not expect individual programming to influence our study.

Data collection for familiar codebase. Sillito uses an audio recording and takes notes during each session. We use audio and screen recording. Our technique may improve the accuracy of the analysis, but we do not expect the recording system to affect our study.

2.2 Data Collection

We used three data collection techniques: the think-aloud protocol, screen captured videos, and interviews. In the think-aloud protocol, we asked participants to verbalize their
thoughts while solving a given task. It permits us to identify
the developer questions.

After each session we also conducted semi-structured in-
terviews in which the participants were asked to comment
on the challenges experienced during the sessions and diver-
gencies in their common day-to-day work. The interviews
lasted about 5 minutes.

The screen and audio recording, and interviews were cap-
tured using QuickTime Player on the Apple OS X operat-
ing system, and Camtasia on the Microsoft Windows oper-
ating system. The study contains 6 different programming
sessions and about 5 hours of videos.

2.3 Participants

We recruited six participants consisting of doctoral students,
and staff from the department of Computer Science at the
University of Chile, and professional developers from dis-
tinct small local companies. As the community located in
Santiago is relatively small and the programmers know each
other, participants were invited to the study either via email
or through personal encounters. We restrict our experiment
to Pharo programmers.

The software development experience among the partici-
pants ranged from 5.5 to 22 years, with a median of 11 years.
The experience in a Smalltalk programming language ranges
from 0.5 to 16 years, with a median of 7 years. The partici-
pants consisted of 1 Ph.D. student, 2 professors, and 3 pro-
fessional developers. Details are illustrated in Table 1.

2.4 Tasks

We observed six programming sessions (one session per
participant). Table 1 illustrates how the sessions were dis-
tributed. Being familiar or not with a codebase when car-
rying out a programming activity is a significant factor, on
which our experiment is articulated: 3 sessions were con-
ducted using a familiar codebase, 1 session on a partially
familiar codebase, and 2 sessions on an unfamiliar code-
base. The participants working on the familiar code chose
their tasks in advance. The participants working on partially
familiar or unfamiliar codebase worked on tasks we prepared
for them.

All sessions were conducted on the participant devices
and were scheduled on average with two-days notice.

2.4.1 Familiar Codebase

We qualify a participant P as familiar to a codebase if P is
one of the authors of the codebase.

We asked each participant to choose a programming task
of his/her project on which he/she can work about 40 min-
utes. We stressed that it was not important to finish the task
at the end of the session. Each participant chose a task and
prepared his/her device in advance.

2.4.2 Partially Familiar and Unfamiliar Codebase

We qualify a participant P as partially familiar with a code-
base if P has previous experience with the codebase — for
example, the participant used it before.

We define unfamiliar codebase in which a participant P
has little to no knowledge of where the minimal knowledge
is not beneficial to completing the task.

We decided to differentiate partially familiar and unfamil-
liar codebase knowledge when participant P3 reported that
knowledge of other parts of the framework helped him be
more oriented on the focused code.

We asked each participant to work on a particular task.
All tasks were made on Roassal2\(^3\) in Pharo. Roassal2 is
a visualization engine that follows the common model-view-
controller pattern. Each participant worked on a task that was
different from that of other participants. The purpose was to

\(^3\)http://objectprofile.com/Roassal.html, verified September
2014
indicate which code structure could highlight problems in order to better understand it.

Each assignment included a prepared Pharo image with a snippet of an example related to a particular task and task explication. Participants copied their assignment to their device and after basic checks of the recording software and code, started to work.

2.5 Study Setting

Participants working on partially familiar and unfamiliar codebase completed the study using the Pharo (version 3). We choose the Pharo since we have substantial experience developing in it and we know the characteristics of the language and IDE. This increases our confidence in our interpretation of the participant actions.

Participants working on the familiar codebase completed the study using the Moose platform (version 5). It is based on Pharo version 3 and it includes additional tools. It was not our choice, but the participants’ preference. Participant P6 even demanded to work in Moose 5, because he uses some frameworks included in that image. The session settings are illustrated in the Table 1.

Our purpose is not to compare a developer’s behavior in Moose and in Pharo. Nevertheless we did not see a significant change in participant behavior using Moose. Only participant P5 used the Moose Inspector tool regularly in order to understand object compositions. A similar function is available in Pharo as Tree Inspector tool.

The participants were permitted to use any of the features of the IDEs and any of the documentation resources. They were advised to proceed with their work as usual.

The programming studies were conducted individually on the university premises. Sessions S2, S4, and S6 were conducted in participant offices. The sessions S1 and S3 were conducted at other locations available to the university staff. Session S5 was done at the participant’s private premise without an observer. Before this session S5, we conducted another session with participant P5, but the screencast was lost because of technical problems. Participant P5 was willing to run another session in his office a few days later. He built it on the work of the original session. As he was experienced from the first session, we do not detect any threats to validity.

Before each study, we setup the participant device and explained the procedure of the session, in particular, how the think-aloud protocol works. Other than this explanation, we have not done any training on the think-aloud protocol.

Once the participant was satisfied and his device was ready, we started a screen and voice recording software and DFlow framework [7] for tracking additional information about developer behavior.

3. Data Analysis

This section describes the analysis process on the collected data.

Our analysis focuses on the questions the participants ask when developing. Our goal is to identify those questions and compare them with the findings of Sillito [9]. Our method of analysis involves two techniques: (i) identifying the concrete questions, (ii) generalizing of concrete questions and mapping to existing questions from Sillito.

Identification of concrete questions. In this phase, we go through the recorded videos and produce the semi-structured transcript, presented below (“he” refers to the participant):

- 06:35-08:08 he asks Q “How is the background created for the parent menu?”
- 06:39-06:44 he goes to method createParentMenu: background: observing the implementation where he sees another method Q “What does the method look like?” which creates background
- 06:44-07:05 then he asks Q “Why does it not do the same things [parent menu label and background color] at the same time?”

We verbalized each action as a concrete question annotated by q symbol, e.g., Q “How is the background created for the parent menu?” Some questions were explicit, e.g., while P3 was observing a particular method, he asked “Why does it not do the same things at the same time?”. Other questions were figured out from the actions, e.g., P1 jumped from the code where TRMouseClick class was used and observed its class definition and its method names. This action is phrased into the question “What are the parts of TRMouseClick?”

Generalization of concrete questions. After identifying specific questions, we then synthesized generic questions that abstract the specifics of a given task. We include generic questions in the transcript annotated by q symbol, e.g., GQ “(23) How is this feature or concern (object ownership, UI control, etc.) implemented?” The transcript below is the final version of the above transcript:
Table 1. Participant information for each session: session number, participant number, programming experience as developer in any language, programming experience in Smalltalk language, current position, task, codebase knowledge, and tools used.

<table>
<thead>
<tr>
<th>Session</th>
<th>Participant</th>
<th>Experience [years]</th>
<th>Smalltalker [years]</th>
<th>Position</th>
<th>Task</th>
<th>Knowledge</th>
<th>Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>P1</td>
<td>5.5</td>
<td>3</td>
<td>Ph.D. Student</td>
<td>Enhancement</td>
<td>Unfamiliar code</td>
<td>Pharo</td>
</tr>
<tr>
<td>S2</td>
<td>P2</td>
<td>15</td>
<td>11</td>
<td>Professor</td>
<td>Enhancement</td>
<td>Unfamiliar code</td>
<td>Pharo</td>
</tr>
<tr>
<td>S3</td>
<td>P3</td>
<td>5</td>
<td>1.5</td>
<td>Professional</td>
<td>Enhancement</td>
<td>Partial knowledge</td>
<td>Pharo</td>
</tr>
<tr>
<td>S4</td>
<td>P4</td>
<td>20</td>
<td>13</td>
<td>Professional</td>
<td>Enhancement</td>
<td>Own code</td>
<td>Moose</td>
</tr>
<tr>
<td>S5</td>
<td>P5</td>
<td>7</td>
<td>0.5</td>
<td>Professional</td>
<td>Enhancement</td>
<td>Own code</td>
<td>Moose</td>
</tr>
<tr>
<td>S6</td>
<td>P6</td>
<td>22</td>
<td>16</td>
<td>Professor</td>
<td>Enhancement</td>
<td>Own code</td>
<td>Moose</td>
</tr>
</tbody>
</table>

During this process we used the list of questions identified by Sillito [9]. For instance, during our study a participant raised the question “How is the background created for the parent menu?” and we map it to the question “(23) How is this feature or concern (object ownership, UI control, etc.) implemented?” proposed by Sillito.

Some concrete questions are not conveniently translatable to the list of questions presented by Sillito, e.g., Q “Why does the test case fail?” In such cases questions presented by Ko et al. [5] are used, e.g., “(r1) What does the failure look like?”

If none of the questions proposed by Sillito and Ko are related to a question of our study, we abstract the question; for example we map the question “Is the R3CubeShape class tested?” to the generic question “(e6) Is this entity tested?”

Each new question is added to one of question categories identified by Sillito.

Results. Table 2 gives the frequency of each question during the sessions. The first column lists general questions per category in the same way as illustrated by Sillito. Questions from Sillito begin with a number, e.g., “6. What are the parts of this type?” Our new questions begin with e followed by a number in brackets, e.g., “(e3) Which abstract methods should be implemented to this type?” The question “(r1) What does the failure look like?” is taken from the study by Ko et al. We use only this question from Ko et al. because their questions are more generally formulated and we are able to find corresponding questions in the work by Sillito. Even question (r1) could be mapped to one of the Sillito’s questions, but in particular cases we are not able to formulate participant needs more precisely.

The columns are grouped to the sessions on the unfamiliar codebase and to the sessions on the familiar codebase. Columns S1-S6 are particular sessions of this study. Columns #1 and #2 are the sum of particular sessions, and SM1 and SM2 correspond to Sillito’s results.

4. Results

This section is structured as following: (i) Section 4.1 compares results on the unfamiliar and familiar codebase. Section 4.2 debates aspects of dynamically typed language on answering questions. Section 4.3 discusses aggregated questions.

4.1 Session Comparison

4.1.1 Results on Unfamiliar Codebase

The first graph in Figure 2 gives the distribution of the question occurrences per category and session. Each bar represents the percentage of the number of questions in a particular session. The bar #1 is the number of question occurrences in the sessions on the unfamiliar codebase. The bar SM1 corresponds to the results from the study number one by Sillito.

Finding focus points. Deviations in this category between each conducted session may be partially explained by different knowledge about the Roassal 2 framework. P2 never used the API. P1 used a similar project before (Roassal in version 1) and was never interested in the internal implementation. Previously, P3 worked on some portion of another part of the framework. It helped him become more oriented to the framework.

Expanding focus points. Deviations in this category between each conducted session may be partially explained by different strategies and amount of code each participant observed. Participant P1 was highly interested in understanding a particular behavior and was navigating repeatedly over several method calls made on several objects. P2 navigated...
Within a significantly smaller set of entities, P3 was not navigating much and made a lot of assumptions about the code-base. The majority of the assumptions were right.
Figure 2. Questions asked on the unfamiliar and familiar code per category and session. Each bar represents the percentage of the number of questions in a particular session (S1-S6). The bars #1 and #2 are the numbers of question occurrences in the sessions on the unfamiliar and familiar codebase. The bars SM1 and SM2 correspond to the results from the study by Sillito.

All the sessions were made on the codebase that the participants own and regularly work on it. Prior to the session, each participant was asked to select a task. All the participants worked on codebase enhancement.

Finding focus points. Deviations in this category between each conducted session may be partially explained by complexity of session tasks. P4 knew exactly where to start, what to change, and how to change it. Participants P5 and P6 spent some time in locating some entities in their codebase or in other APIs they use. For example P5 wanted to use a tree structure and was interested if there is any support in Pharo.

Expanding focus points. Deviations in this category between each conducted session may be partially explained by different tasks and development strategies. The codebase used in the session S4 is driven by test cases. When P4 reached the expected changes, he regularly executed test cases, fixing one after another and expanding focus points from a method in a debugger tool to various parts of codebase for which he needed to understand. The codebase used in session S5 has extensive class hierarchies and P5 occasionally clarified the definition of used classes. P6 regularly used two code browsers; one for navigating, one for editing. This could be the reason why he repeatedly navigated the same part of codebase. The part of the codebase he was changing is not covered by test cases. It could also be the reason for his caution. He preferred to double check his work if there were any discrepancies.

Understanding a subgraph. Deviations in this category between each conducted session may be partially explained by different tasks and development strategies. P4 used test driven development and when he reached the enhancement, he spent half of the session fixing dependent codebase by iterating between running test cases and fixing code. P5 reg-
ularly observed complex XML structures at runtime. P6 altered a relatively small subgraph of his codebase and the behavior was clear to him.

**Questions over groups of subgraphs.** Deviations in this category between each conducted session may be partially explained by the use of different tasks and development strategies. Participants in the sessions S4 and S5 regularly executed test cases contrasting the change impact. P5 got stuck thinking about how to handle a particular case. P6 worked on relatively isolated enhancement which he joined to the rest of the codebase and conducted manual testing without significant problems.

**Overall question occurrences.** Deviations between total number of question occurrences in groups (#2) and the study number two by Sillito (SM2) are significant in the second group (Expanding Focus Point) and fourth group (Questions over Groups of Subgraphs): 71% versus 44%; and 27% versus 55%. These differences are partially explained by the use of different tasks or development strategies. Development strategies of sessions S4 and S6 differ significantly. The test driven development is used for all changes made in session S4. On the contrary no test case was used in session S6. In session S5 it was important to understand data structure at runtime while participants P4 and P6 did not need to understand the data structures in such detail.

### 4.2 Pharo-Specific Aspects on Answering Questions

Whereas the Pharo language is a dynamically typed language, our participants used a variety of techniques for navigation in a codebase and for obtaining static information. This section discusses the aspects of dynamically typed language when navigating in a codebase and getting static information.

**Indirect navigation.** Participant P1 wished to explore the following piece of code:

```plaintext
box := RTBox new color: Color blue; size: 30.
element := box element.
element when: TRMouseClick do: [event | ...].
```

On the first line, a `RTBox` object is created. This object serves as a factory for another object called `element` in line two. Then in line three, `element` receives `when:do:` method.

He was interested in how the method `when:do:` is implemented. It is question 17 “What does the declaration or definition of this look like?” To answer this question, he asked for all implementations and subsequently tracked down which implementations (classes) are of interest for the case. Participant P1 expected a class containing “element” in its name. As the method `when:do:` is implemented in a superclass, he did not succeed in finding the definition of the method. Subsequently he examined the value of an `element` variable by inserting a breakpoint and running the code. The class of the value was `RTElement` — the kind of name he was expecting when searching in the list of all implementations of `when:do:` method. Thereafter he browsed the class and successively searched for its superclasses for the method implementation. P1 spent almost 2 minutes to get the correct method definition.

In the case that a method name is commonly used in a codebase, it may be inconvenient asking question 17 “What does the declaration or definition of this look like?” Participant P2 hesitated to query the implementation of all methods called `item`, as he expected to get an exhaustive list of methods. Moreover, he was not sure what class he should expect.

This may partially explain why participants P1, P3, and P6 commonly answered question 17 by navigating into a class definition, then into a method definition. As the list of implemented methods of the same name could be extensive when the class name was known, they could prefer to navigate to the class and then to a method implementation.

The opposite behavior was monitored with participant P4 who commonly used the ImplementorsOf tool for a quick navigation between classes and methods. As he used the ImplementorsOf tool only for navigation, he had to regularly close the unused windows.

**Object creation.** Participant P1 asked where instances of the `TRMouseClick` class are created. This is question 21, “How are instances of these types created and assembled?” Pharo does not have a constructor (like in Java) and therefore this question does not have direct support in Pharo. Instead of question 21, participant P1 asked question 12 “Where is this method called or type referenced?” using UsersOf tool. The tool listed all methods, referencing the class and the participant manually checked every method to find the answer to the original question. In the case of participant P1, he got a list of 41 references, and only one method was an answer to question 21. He spent almost 2 minutes answering it.

**Type identification.** When the participants were interested in a variable type or a method return type, they used various strategies. Participant P3 regularly expected a type of an object based on the context he was observing, even in situations where variable names were not self-describing, e.g., `1`, `1b1`. He made changes to the codebase according to his assumptions and if a test scenario worked, he went further with a particular task. In the possible case of a failure, he examined the code in more detail, e.g., variable types and method return values.

Participants P2 and P3 also made estimations on method names that a particular class should understand. In the possible case of a failure they wondered whether the behavior could be implemented elsewhere (e.g., under a different method name), or was the behavior a missing feature.

### 4.3 Aggregated Questions

This section discusses questions which are not present in Sillito’s study and are recognized in our study.
4.3.1 Aggregated Questions Related to Dynamically Typed Aspects of Pharo

In this section we discuss the following questions:

• (e1) Where is the method defined in the type hierarchy?
• (e2) What are the correct argument names of this method?
• (e3) Which abstract methods should be implemented to this type?
• (e4) What method implementation corresponds to my question?
• (e5) What is the variable’s type or what is the method’s return type?

In certain cases, answering question 17 “What does the declaration or definition of this look like?” needed to be divided into a particular sub-questions. Participant P2, first had to determine to whom the message is sent by asking question (e5) “What is the variable’s type or what is the method’s return type?” Question (e6) was typically answered by putting a breakpoint into a specific method and subsequently observed in a debugger. A static observation of a particular codebase was also a common practice. Participant P1 estimated the original question (17) by asking (e4) “What method implementation corresponds to my question?” supposing that it should be a class corresponding to the same package that he manipulated. The ImplementorOf tool was used. Participant P1 expected a method definition on a particular class. Since he did not find the expected class using ImplementorsOf tool, he opened the class definition in the Browser tool asking (e1) “Where is the method defined in the type hierarchy?” and he searched the method in the following superclasses.

In the statically typed languages, e.g., Java, question (17) is commonly answered by direct navigation from a calling method to a particular definition. In Pharo, it was necessary to perform extra steps (question e1, e6, e7) to achieve the desired information.

The Pharo language has no special symbol distinguishing abstract class or method declaration. Instead, a dedicated method call is used in the definition of a particular “abstract” method. If a developer forgets to override the method, an exception is raised. Therefore, at the time of defining a new class, participant P6 has checked the methods in the superclass, asking question (e3) “Which abstract methods should be implemented to this type?”

Participant P4 was in the opposite situation. He formed a method that is a part of the abstract programming interface (API). Since argument name is an important API guideline in dynamically typed Pharo language, he was interested in what the argument names are in other methods: question (e2) “What are the correct argument names of this method?”

In this case, the name was aValueOrASymbolOrAOneArgBlock indicating that values can be the basic ones, e.g., a number or a string, a symbol (a specialized string), or a lambda function with one argument.

4.3.2 Aggregated Questions Related to Test Driven Development

In this section we discuss following questions:

• (e6) Is this entity or feature tested?
• (e7) Do the test cases pass?
• (r1) What does the failure look like?

Participant P4 began his work writing test cases. First, he wondered whether a particular scenario is tested, i.e., question (e6) “Is this entity or feature tested?” He generalized the question asking (12) “Where is this method called or type referenced?” In that particular case he found it difficult to answer the question and noted that “this is not worth wasting time over ... writing a test should be easy” and he wrote a new one. Later in the session, when he was fixing the test cases affected by his changes, he found tests similar to those he wrote at the beginning.

Questions (e7) “Do the test cases pass?” and (r1) “What does the failure look like?” are recognized by Sillito. Question (e7) could be mapped to (41) “How can we know that this object has been created and initialized correctly?” or (42) “Will this completely solve the problem or provide the enhancement?” Question (r1) could be mapped to (29) “How is control getting (from here to) here?”, (30) “Why is control not reaching this point in the code?”, or (32) “Under what circumstances is this method called or an exception thrown?” Since it was difficult to identify specific questions, we used a more general form.

5. Threats to Validity

Our systematic observation of developers working with real-world codebases is performed on a relatively small number of the sessions. Given this setting, there are factors which limit the generalization of our results.

Since all the participants know one another and are concentrated in one metropolitan area — Santiago, they can share similar development techniques. To minimize the threat to validity we choose a different task for each session, and in the case of the familiar code, a different codebase.

In addition, the sessions limitation to a 40 minute time frame does not ensure that we recorded all the commonly asked questions of Pharo developers. However, our results indicate a similarity with Sillito’s studies and we believe that the asked questions could be generalized to the other change tasks in Pharo. What could change is the distribution of the number of question occurrences.

The identification of specific questions based on a user behavior is non-deterministic. In some cases it was unclear what a user was looking for. The subsequent synthesis of general questions also suffer from uncertainty. We minimize
the threat to validity by double checking that the sequence of identified questions make sense.

6. Summary

We replicate Sillito’s work and identify similar results, comparing sessions on the unfamiliar codebase. The studies on the familiar codebase indicate deviation likely caused by different tasks and development strategies. Both missing type information and test driven development affected participant behavior and prudence on codebase understanding. Some participants have made changes based on assumptions and if a test scenario worked, they went ahead with a particular job. In the case of failure, they began to examine the code in more detail, e.g., variable types and method return values.

We provide aspects and strategies on answering particular questions (Section 4.2) and a set of questions that are useful for characterizing activity related to the use of a dynamically typed language and test-driven development, questions not explicitly considered in previous research (Section 4.3).

Research question. In this study we focus on the asked questions and their occurrences, comparing them to Sillito’s study. We indicate that the asked questions on the unfamiliar codebase are similar to the questions asked by Sillito. In the case of unfamiliar codebase, we observe great deviation between each session, though more work is needed.

Related work. To our knowledge there is no similar study performed on Pharo or any another dynamically typed language. Ko et al., Duala-Ekoko et al., and LaToza et al. conducted their studies on statically typed languages, e.g., Java, C, C++, or C# [1, 5, 6].

Future work. In the future we expect to extend this study in three aspects: (i) to grasp a wider range of developer practices on answering questions, (ii) to analyze the difficulties the developers have when answering questions, (iii) to process data collected by the DFlow framework [7], and (iv) to provide discussion on the setting differences compared with the study by Sillito presented in Section 2.1. We could satisfy the first aspect by involving more participants. With regard to the second aspect, we will analyze existing transcription, comparing the time they spend on answering the questions and reporting the tool support.

7. Open Questions

The preliminary work presented in this paper makes a number of assumptions that we hope to verify during the workshop. Below are a number of questions we would like to raise during the PLATEAU workshop.

Making transcripts. To conduct the experiment described in this paper, we analyzed a number of programming sessions. The analysis was carried out by manually recording the screen and then playing it back to capture all the relevant parameters. Although efficient in measuring the programming activity, this is a costly analysis technique. On average, it takes us a day and a half to produce the transcript and its associated questions (general and specific) from a 40 minute-long screencast. This is hardly scaleable analysis technique. The first question we would like to ask the audience (who has experience in this profiling programming activity) is whether there is a better approach for carrying out our analysis. What are the procedures used to analyze programming sessions?

Deduction of questions. Comparing it to the study by Sillito we identify more questions per session. Sillito recognizes 334 questions by analyzing 27 programming sessions. By analyzing 6 sessions, we identify 376 questions. Such a difference may be explained by the fine grain we adopted in our analysis. However, we are not sure whether this is the main reason. What should we be careful of when defining the questions? How should we consider the differences in the results?

Comparison of results. As we have significantly more occurrences of questions and use the percentage of the question occurrences across the four groups; see Figure 2. It allows us to compare the question distributions. But we do not know if it is the right decision. How do we properly compare our results with previous studies? What is the recommended procedure when comparing results on exploratory studies?
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